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Preface

Digital forensics deals with the acquisition, preservation, examination,
analysis and presentation of electronic evidence. Networked computing,
wireless communications and portable electronic devices have expanded
the role of digital forensics beyond traditional computer crime investiga-
tions. Practically every type of crime now involves some aspect of digital
evidence; digital forensics provides the techniques and tools to articu-
late this evidence in legal proceedings. Digital forensics also has myriad
intelligence applications. Furthermore, it has a vital role in information
assurance — investigations of security breaches yield valuable information
that can be used to design more secure and resilient systems.

This book, Advances in Digital Forensics IV, is the fourth volume in
the annual series produced by the IFIP Working Group 11.9 on Dig-
ital Forensics, an international community of scientists, engineers and
practitioners dedicated to advancing the state of the art of research and
practice in the emerging discipline of digital forensics. The book presents
original research results and innovative applications in digital forensics.
Also, it highlights some of the major technical and legal issues related
to digital evidence and electronic crime investigations.

This volume contains twenty-eight edited papers from the Fourth An-
nual IFIP WG 11.9 Conference on Digital Forensics, held at Kyoto Uni-
versity, Kyoto, Japan, January 28-30, 2008. The papers were selected
from forty-two submissions, which were refereed by members of IFIP
Working Group 11.9 and other internationally-recognized experts in dig-
ital forensics.

The chapters are organized into ten sections: themes and issues, evi-
dence recovery, evidence integrity, evidence management, forensic tech-
niques, network forensics, portable electronic device forensics, event data
recorder forensics, novel investigative techniques and forensic tools. The
coverage of topics highlights the richness and vitality of the discipline,
and offers promising avenues for future research in digital forensics.

This book is the result of the combined efforts of several individuals.
In particular, we thank Rodrigo Chandia and Anita Presley for their tire-
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less work on behalf of IFIP Working Group 11.9. We also acknowledge
the support provided by Kyoto University, Kyoto, Japan, the Japan So-
ciety for the Promotion of Science, the Federal Bureau of Investigation,
National Security Agency and U.S. Secret Service.
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THEMES AND ISSUES



Chapter 1

WHEN IS DIGITAL EVIDENCE
FORENSICALLY SOUND?

Rodney McKemmish

Abstract  “Forensically sound” is a term used extensively in the digital forensics
community to qualify and, in some cases, to justify the use of a particu-
lar forensic technology or methodology. Indeed, many practitioners use
the term when describing the capabilities of a particular piece of soft-
ware or when describing a particular forensic analysis approach. Such a
wide application of the term can only lead to confusion. This paper ex-
amines the various definitions of forensic computing (also called digital
forensics) and identifies the common role that admissibility and eviden-
tiary weight play. Using this common theme, the paper explores how
the term “forensically sound” has been used and examines the drivers
for using such a term. Finally, a definition of “forensically sound” is
proposed and four criteria are provided for determining whether or not
a digital forensic process may be considered to be “forensically sound.”

Keywords: Digital evidence, forensically sound evidence

1. Introduction

Emerging from the needs of law enforcement in the 1980s, forensic
computing (also referred to as digital forensics) has evolved to become
an integral part of most criminal investigations. The digital forensic spe-
cialist plays a fundamental role in the investigative process — whether
it is the forensic analysis of personal computers, cell phones and PDAs
belonging to suspects and witnesses, or the acquisition and analysis of
network traffic in response to computer security incidents. Forensic com-
puting also plays an increasingly important role in civil litigation, espe-
cially in electronic discovery, intellectual property disputes, employment
law disputes and IT security incidents.

Please use the following format when citing this chapter:

McKemmish, R., 2008, in IFIP International Federation for Information Processing, Volume 285; Advances in Digital
Forensics IV; Indrajit Ray, Sujeet Shenoi; (Boston: Springer), pp. 3—15.
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In the context of law enforcement, it has been argued that the emer-
gence of forensic computing as a discipline was due to the need to provide
technical solutions to legal problems [6]. The technical solution involves
the extraction of electronic data by processes that ensure that the re-
sulting product is legally acceptable as evidence. Some scholars argue
that legal drivers are the principal force behind shaping the growth and
evolution of forensic computing [19]. As in the case of criminal investiga-
tions, the need to meet evidentiary requirements also provides a strong
stimulus for forensic computing in civil litigation. Not surprisingly, a
common element that emerges from forensic computing in criminal and
civil matters is the need to produce electronic evidence in a manner that
does not detract from its admissibility.

The growing emphasis on admissibility in recent years has caused
the focus of the forensic computing discipline to shift to the domain of
forensic science. With this shift comes the need to formalize many of
the forensic processes and procedures that have been developed in an
unstructured or ad hoc manner. Evidence of the shift is apparent in
NIST’s Computer Forensic Tools Testing Program [15] as well as in the
work of the Scientific Working Group on Digital Evidence (SWGDE) [20]
and the Electronic Evidence Technical Advisory Group of the Australian
National Institute of Forensic Science, which is helping integrate the
forensic computing function into the forensic science domain [14].

The need to ensure that electronic evidence produced by a forensic
process is admissible has given rise to the term “forensically sound”
when seeking to describe the reliability of the forensic process. Before
exploring what “forensically sound” means, we briefly examine current
thinking about the discipline of forensic computing.

2. What is Forensic Computing?

Numerous digital forensics experts have attempted to define the term
“forensic computing.” As expected, their definitions are influenced by
their perspectives and experience.

In 1999, based on an examination of digital forensic activities by
law enforcement agencies from eight countries, McKemmish [12] defined
forensic computing as a process encompassing the identification, preser-
vation, analysis and presentation of digital evidence in a legally accept-
able manner. Anderson, et al. [1] emphasize the scientific nature of
forensic computing by defining it as the science of using and analyzing
information in order to “reason post hoc about the validity of hypothe-
ses which attempt to explain the circumstances or cause of an activity
under investigation.” On the other hand, Hannan, et al. [9] adopt an
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investigative focus and define forensic computing as a set of processes or
procedures focusing on the investigation of computer misuse.

Some definitions of forensic computing focus solely on the underlying
legal scope. For example, Casey [5], a computer security and computer
crime consultant, postulates a criminal basis for forensic computing by
emphasizing that it focuses on establishing how an offense has occurred.
On the other hand, Carrier [3], a research scientist and author of several
forensic tools, provides a more detailed definition of forensic computing
that encompasses the investigative and scientific elements:

“The use of scientifically derived and proven methods toward the preser-
vation, collection, validation, identification, analysis, interpretation, do-
cumentation and presentation of digital evidence derived from digital
sources for the purpose of facilitating or furthering the reconstruction
of events found to be criminal, or helping to anticipate unauthorized
actions shown to be disruptive to planned operations.”

Despite the comprehensive nature of his definition of forensic comput-
ing, Carrier still restricts its scope to criminal-related activity.

Defining forensic computing is a difficult proposition. After examining
various definitions of forensic computing, Hannan [8] concludes that “no
single definition can adequately define the current meaning of forensic
computing.” McCombie and Warren [11] emphasize that digital forensics
is fundamentally different from other types of investigations and that
major differences exist in the basic definition of forensic computing.

Despite their differences, all the definitions share one common element
— the need to maintain the evidentiary weight of the forensic computing
product. McKemmish [12] uses the term “legally acceptable,” Ander-
son, et al. [1] stipulate the need to meet “evidentiary requirements,”
and Casey [5] and Carrier [3] refer to digital evidence in the context of
legal weight. All these authors highlight the need for a forensic process
to maximize the evidentiary weight of the resulting electronic evidence.
Indeed, when the evidentiary weight is maximized, the digital foren-
sics community would generally concur that the evidence is forensically
sound.

3. Forensically Sound Evidence

To better understand what the term “forensically sound” might actu-
ally mean, we first examine the usage of the term. An Internet search
quickly shows that the term is used to characterize everything from disk
imaging software to a particular approach for extracting computer data.
In the context of disk imaging, digital forensics professionals qualify the
term by stating that, to be forensically sound, the disk image must be a
bit-for-bit copy of the original (i.e., an exact copy). Some go further by
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adding that the disk imaging process must not only produce an exact
copy, but must also include a means for verifying the authenticity of the
copy and the reliability of the copying process. Authenticity is typically
ensured by using some form of mathematical fingerprinting or hashing
that provides a signature for a given block of data. To ensure reliability,
it is often advocated that the disk imaging process include an audit trail
that clearly records the success or failure of all or part of the copying
process. Therefore, one might argue that, in order to be forensically
sound, a disk imaging process must satisfy the following requirements:

The disk imaging process must produce an exact representation
(copy) of the original.

The duplicated data must be independently authenticated as being
a true copy.

The disk imaging process must produce an audit trail.

A more authoritative overview of the disk imaging process is found
in NIST’s Disk Imaging Tool Specification (Version 3.1.6) [16]. The
document specifies a number of mandatory and optional requirements
for disk imaging tools. The principal requirements are:

The tool shall make a bit-stream duplicate or an image of an orig-
inal disk or partition.

The tool shall not alter the original disk.
The tool shall be able to verify the integrity of a disk image file.
The tool shall log I/O errors.

The documentation of the tool shall be correct.

When the term “forensically sound” is used to describe the forensic
process as a whole, it is done so with two clear objectives:

1. The acquisition and subsequent analysis of electronic data has been
undertaken with all due regard to preserving the data in the state
in which it was first discovered.

2. The forensic process does not in any way diminish the evidentiary
value of the electronic data through technical, procedural or inter-
pretive errors.

It is often the case that to meet these objectives, the concept of “foren-
sically sound” is expressed in terms of a series of steps or procedures to
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be followed. While this approach is logical and is certainly the most mea-
surable, in reality, it is the lack of uniformity that diminishes its value.
Specifically, the steps or procedures often vary from one author to the
next and may contain more or less detail. Additionally, the forensic per-
spective and experience of an author can have a significant bearing on
the construction of the forensic process.

For example, consider the difference in the acquisition of data in com-
puter forensics and intrusion forensics cases. In computer forensics, the
focus is on obtaining a snapshot of the system at a given point in time
(typically using a disk imaging process). In the case of intrusion foren-
sics, the focus is more likely to be on monitoring and collecting data
from a network over time. It is, therefore, difficult to advocate taking
a disk image of a live system whose state changes over time and where
the evidence (network traffic and log files) is in a dynamic state.

Compounding the uncertainty surrounding the meaning and use of
the term “forensically sound” is the lack of a clear definition or concise
discussion in the digital forensics literature. For example, “Guidelines for
the Management of IT Evidence” [7] published by Standards Australia
uses the term “forensically sound” in the context of evidence collection,
but does not clarify its meaning.

An alternate approach used to qualify forensic processes centers on
the adoption of several principles rather than the application of clearly
defined steps or processes. The “Good Practice Guide for Computer
Based Electronic Evidence” published by the Association of Chief Police
Officers (United Kingdom) [13] lists four important principles related to
the recovery of digital evidence:

1. No action taken by law enforcement agencies or their agents should
change data held on a computer or storage media which may sub-
sequently be relied upon in court.

2. In exceptional circumstances, where a person finds it necessary to
access original data held on a computer or on storage media, that
person must be competent to do so and be able to give evidence
explaining the relevance and the implications of their actions.

3. An audit trail or other record of all processes applied to computer
based electronic evidence should be created and preserved. An
independent third party should be able to examine those processes
and achieve the same result.

4. The person in charge of the investigation (the case officer) has
overall responsibility for ensuring that the law and these principles
are adhered to.
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Similarly, the International Organization on Computer Evidence [10]
has specified the following six principles:

1.

When dealing with digital evidence, all of the general forensic and
procedural principles must be applied.

. Upon seizing digital evidence, actions taken should not change that

evidence.

When it is necessary for a person to access original digital evidence,
that person should be trained for the purpose.

. All activity relating to the seizure, access, storage or transfer of

digital evidence must be fully documented, preserved and available
for review.

. An individual is responsible for all actions taken with respect to

digital evidence while the digital evidence is in his/her possession.

Any agency, which is responsible for seizing, accessing, storing or
transferring digital evidence, is responsible for compliance with
these principles.

The well-known U.S. Department of Justice publication, “Searching
and Seizing Computers and Obtaining Electronic Evidence in Criminal
Investigations” [22], does not list any principles per se. However, the
publication does address many of the points discussed above and pro-
vides a comprehensive explanation of the forensic process and the related
U.S. legal issues.

In a 1999 paper titled “What is Forensic Computing?” McKem-
mish [12] specified four rules aimed at maximizing the admissibility of
digital forensic processes. These rules, which are similar to the principles
described above, are:

1.

Minimal handling of the original: The application of digital foren-
sic processes during the examination of original data shall be kept
to an absolute minimum.

. Account for any change: Where changes occur during a forensic

examination, the nature, extent and reason for such changes should
be properly documented.

Comply with the rules of evidence: The application or development
of forensic tools and techniques should be undertaken with regard
to the relevant rules of evidence.
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4. Do not exceed your knowledge: A digital forensics specialist should
not undertake an examination that is beyond his/her current level
of knowledge and skill.

4. Why Define “Forensically Sound?”

Despite the variations in the use of “forensically sound,” there remains
one universally consistent objective for a digital forensic process — the
need to ensure that the end product does not lose its evidentiary weight
and, therefore, its admissibility as evidence. Given this overriding con-
sideration, it is not surprising to see an ever increasing number of digital
forensics professionals referring to their work product as being derived
from a “forensically sound” methodology and/or technology. Indeed,
this term is commonly used in affidavits and expert reports, especially
when justifying the use of a specific methodology or technology.

The greatest driver to defining the term “forensically sound” may, in
fact, come from the legal community. In 2005, the Australian Law Re-
form Commission (ALRC) released a review of the various Australian
uniform evidence acts [2]. The section titled “Reliability and Accuracy
of Computer-Produced Evidence” examines the Australian legislative
framework that facilitates the proof of electronic evidence. The ALRC
analysis identifies several viewpoints. One viewpoint, which relies heav-
ily on the work of Spenceley [21], emphasizes that “a higher threshold
for the admission of computer-produced output into evidence [should be]
established.” Citing Spenceley’s research, the ALRC review notes that
a question could be raised about the reliability of computer-generated
output because “it is impossible to test for either the inaccuracy or ac-
curacy of computer operations, and impossible to give a statistical rate
of failure, and that there is therefore no rational basis for assuming a
high rate of reliability.”

To negate the impact of questions about reliability, the ALRC review
notes that “Spenceley builds a case for adopting an approach that relies
on implementing a ‘redundant mechanism’ in the environment in which
the computer is used to address the problem of reliability of computer
output.” The purpose of the redundant mechanism is to prevent or
mitigate unreliability by helping “provide some level of verification that
a failure in the computer has not occurred.” To achieve this goal, the
ALRC review cites Spenceley’s test of admissibility:

“It should be demonstrated that: (a) Some mechanism(s) of redundancy
(however formulated and implemented) was or were utilized in connec-
tion with the production of particular material in the setting in which
it was produced; and that (b) It is reasonably likely that any error(s)
in the operation of that computer that affected the accuracy of infor-
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mation contained in that material would have been detected by such
mechanism(s).”

Not surprisingly, when government entities such as ALRC begin to
probe the evidentiary value of computer-generated output and, in par-
ticular, raise questions about the current reliance on computer-generated
output, greater attention is automatically placed on the digital forensic
process. Given the variation in the usage of the term “forensically sound”
and the focus on the reliability of computer-generated output from an
evidentiary perspective, two key questions arise:

What does “forensically sound” mean?
How does one know if something is “forensically sound?”

The answer to these questions is important when one considers that
the term “forensically sound” is used to not only substantiate a particu-
lar forensic technology or methodology, but also to substantiate it in the
context of proving the admissibility of the digital forensic output in legal
proceedings. This last point makes it all the more critical that there be
a clear understanding of what makes something forensically sound.

5. What Does “Forensically Sound” Mean?

The Compact Ozford English Dictionary [17] defines the word “foren-
sic” as meaning:

“(1) relating to or denoting the application of scientific methods to the
investigation of crime. (2) of or relating to courts of law.”

The same dictionary defines the word “sound” — in the context of
“something is said to be sound” — as meaning:

(1) in good condition. (2) based on reason or judgement. (3) financially
secure. (4) competent or reliable. (5) (of sleep) deep and unbroken. (6)
severe or thorough.”

Utilizing these individual definitions it may be argued that the term
“forensically sound” means “the production of reliable electronic evi-
dence before a court of law.” In the context of digital evidence, however,
the question of reliability is perhaps the key element. Consequently (and
given the variations in the use of the term as detailed above), a more
concise definition of “forensically sound” is:

“The application of a transparent digital forensic process that preserves
the original meaning of the data for production in a court of law.”

The word “transparent” in this definition implies that the reliability
and accuracy of the forensic process is capable of being tested and/or
verified. The phrase “preserves the original meaning” intimates that the
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data derived from the forensic process must be capable of being correctly
interpreted. In addition to these points, it is worth noting that the term
“digital forensic process” covers not only the methodology employed,
but also the underlying technology.

5.1 Evaluation Criteria

Reliability and completeness are the two most critical properties of
evidence with respect to digital forensic processes. If the reliability
and/or completeness of any potential evidence are questionable, its evi-
dentiary value is greatly diminished. Obviously, the question of eviden-
tiary weight and, in particular, admissibility is a legal question that is
ultimately determined by the court. Therefore, it is imperative that a
digital forensic process be undertaken in manner that does not diminish
the authenticity and/or veracity of the evidence.

So what makes a process forensically sound? More specifically, how
can a court or lawyer determine if a claim of forensic soundness is legit-
imate? Given that digital forensic processes comprise many variables, it
is difficult to adopt a prescriptive approach that would apply in every
circumstance. The solution is to subject the forensic process to several
criteria that determine if forensic soundness is an inherent property or
merely an unfounded claim. Once a claim of forensic soundness is shown
to be appropriate, it becomes a matter of ascertaining the reliability of
the electronic evidence.

We propose four criteria for ascertaining the forensic soundness of
a digital forensic process. If all four criteria are satisfied, the forensic
process possesses the key properties associated with the concept of being
forensically sound.

Criterion 1: Meaning

Has the meaning and, therefore, the interpretation of the
electronic evidence been unaffected by the digital forensic pro-
cess?

When potential electronic evidence is acquired and analyzed, it is im-
portant that it be preserved in the state in which it was found and that
it not be changed by a digital forensic process unless absolutely unavoid-
able. While the preservation of the data and its associated properties
are critical aspects of this concept, they tend to be used in the context
of the acquisition of data as opposed to its analysis. Indeed, some dig-
ital forensic technologies may result in subtle changes in the way data
is presented (e.g., dates and times may be shown in different formats).
However, in this case, the raw binary data has not been directly altered;
rather, it differs from the original only in the way it is presented. The
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meaning of the data is unchanged, although its representation may be
modified. Thus, the value of the data is not of itself diminished.

Criterion 2: Errors
Have all errors been reasonably identified and satisfactorily
explained so as to remove any doubt over the reliability of the
evidence?

It is imperative that all software and hardware errors encountered
during a digital forensic process be identified and that their impact be
clearly identified and explained. Merely saying that there was an error
in copying a file is insufficient. The nature of the error, its impact on the
accuracy and reliability of the evidence, and any potential interference
on the forensic process are all issues that must be discussed. Therefore,
a digital forensic process should be designed to avoid undetectable errors
wherever possible. Undetectable errors usually arise when a new piece of
software is being used during the evidence acquisition or analysis phases.
In such circumstances, it is imperative that all the software tools used
in the forensic process be properly tested and assessed prior to their use.
When an error is identified, it is in the interest of the digital forensic
process to ensure that the nature of the error and its impact if any
are clearly identified. Failure to do so can affect the reliability of the
evidence. Indeed, Casey [4] notes that “forensic examiners who do not
account for error, uncertainty and loss during their analysis may reach
incorrect conclusions in the investigative stage and may find it harder
to justify their assertions when cross-examined.”

Criterion 3: Transparency
Is the digital forensic process capable of being independently
examined and verified in its entirety?

Given that the results of a digital forensic process are used to substan-
tiate a particular event or activity, it is critical in the interests of natural
justice that the entire forensic process be accurate and reliable. To en-
able such an assessment, it is of paramount importance that the forensic
process be transparent and capable of being independently verified. A
key element of verification is the ability to reproduce the forensic pro-
cess under the same conditions with a consistent level of quality being
observed each time the process is run [18].

Transparency can be achieved by documenting all the steps, iden-
tifying the forensic software and hardware used, detailing the analysis
environment and noting any problems, errors and inconsistencies. A key
exception occurs when a part of the forensic process is not disclosed for
legitimate legal reasons (e.g., public interest immunity); obviously, de-
termining the validity of any exception is at the discretion of the court.
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The level of detail required to ensure transparency will, of course, reside
in the overall scope and objectives of the forensic process.

Criterion 4: Experience

Has the digital forensic analysis been undertaken by an indi-
vidual with sufficient and relevant experience?

Fundamental differences exist between how a digital forensics profes-
sional undertakes the examination of computer data and how a per-
son unfamiliar with the forensic process performs the same task. For a
forensic process to possess the property of forensic soundness, it must
have been designed and implemented with due regard to forensic is-
sues. In digital forensics, such a quality is directly derived from the
knowledge and skill of the individual performing the forensic analysis.
Consequently, if the individual has inadequate experience, it is question-
able how he/she could satisfy the court that the meaning of the resulting
data has not been affected, or that any errors encountered do not impact
the reliability of the resulting evidence.

6. Conclusions

Electronic data is very susceptible to alteration or deletion. Whether
it is an intentional change resulting from the application of some com-
puter process or an unintentional change arising from system failure
or human error, the meaning of electronic data can be altered rapidly
and easily. Indeed, just as electronic data is created, changed and/or
deleted through the normal operations of a computer system, there is
the possibility of change arising from the application of an incorrect or
inappropriate digital forensic process. Given that the results of such a
process may be tendered as evidence, it is critical that every measure
be taken to ensure their reliability and accuracy. To this end, a digital
forensic process must be designed and applied with due regard to evi-
dentiary issues. Furthermore, it is important that the forensic process
be capable of being examined to determine its reasonableness and relia-
bility. It is only when the forensic process is judged to be reliable and
appropriate, that a claim of forensic soundness can truly be made.
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Chapter 2

APPLYING TRADITIONAL FORENSIC
TAXONOMY TO DIGITAL FORENSICS

Mark Pollitt

Abstract  Early digital forensic examinations were conducted in toto — every file
on the storage media was examined along with the entire file system
structure. However, this is no longer practical as operating systems
have become extremely complex and storage capacities are growing ge-
ometrically. Examiners now perform targeted examinations using foren-
sic tools and databases of known files, selecting specific files and data
types for review while ignoring files of irrelevant type and content. De-
spite the application of sophisticated tools, the forensic process still
relies on the examiner’s knowledge of the technical aspects of the spec-
imen and understanding of the case and the law. Indeed, the success
of a forensic examination is strongly dependent on how it is designed.
This paper discusses the application of traditional forensic taxonomy
to digital forensics. The forensic processes of identification, classifica-
tion/individualization, association and reconstruction are used to de-
velop “forensic questions,” which are applied to objectively design dig-
ital forensic examinations.

Keywords: Digital evidence process, forensic taxonomy, forensic examination

1. Introduction

Early forensic practitioners from a variety of jurisdictions and back-
grounds recognized that evidence stored in electronic form is easily
changed with improper handling. In the early 1990s, the International
Association of Computer Investigative Specialists (IACIS) promulgated
what was, perhaps, the first set of guidelines for digital forensics. The
Association of Chief Police Officers (United Kingdom) followed with a
good practice guide. Subsequently, the International Organization on
Computer Evidence (IOCE) and the G-8 developed a set of principles
for computer-based evidence. All these documents stipulate that digital
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evidence be acquired in its totality and that it not be altered during any
subsequent examination [8].

These guidelines and principles are reinforced in virtually every digital
forensic model. Despite their differences, most forensic models [1-4, 14,
16] follow evidence acquisition with evidence preservation, typically by
creating a digital image of the media. Interested readers are referred to
[13] for a review of the principal forensic models.

As a result, virtually all forensic examinations start with the totality
of the evidence. The examiner is then required to locate, extract and
present the material of forensic value. The two fundamental approaches
are selection and reduction, and they are often used in combination. Se-
lection involves searching the data (e.g., using string searches) to locate
information of probative value. Reduction involves the removal of infor-
mation that is not of forensic value. This process often uses “negative
hashing,” where the hash values of known “good” files are used to elimi-
nate unknown files. Negative hashing is facilitated by repositories of file
signatures such as those available at the National Software Reference
Library [11].

The selection and reduction approaches are both less than optimal.
When applying selection, forensic examiners must know, with some de-
gree of specificity, what they are looking for and where it might be
located. The irony of this approach is that the more deterministic the
approach, the less complete the answer. In the case of reduction, the
evidentiary material that remains is often so voluminous as to be unman-
ageable. To refine their approach to examinations, forensic examiners
carefully consider the facts of the case, the elements of the violation
and the behavior of computer users. Experiential knowledge is vital to
conducting examinations that are efficient and effective, but efforts to
objectively identify and articulate this knowledge have not been very
successful.

2. Traditional Forensic Science

Science has provided a foundation for legal proceedings for more than
100 years. During this time, the science practiced in the legal system has
differed from traditional scientific endeavors in its form and application,
not in its content. Moreover, while traditional science engages the “scien-
tific method” to drive methods of proof, the legal system has demanded
additional approaches to ensure the reliability of the evidence, the scien-
tific methods applied and the resulting testimony. These requirements
are the result of judicial decisions rather than scientific research and
discourse [17].
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Edmond Locard, an early 20th century French criminologist, is con-
sidered to be the pioneer of modern forensic science. His celebrated
“Exchange Principle” postulated that when objects contact one another,
there is an exchange of material [5, 9]. A long list of distinguished foren-
sic scientists have added a number of principles to the corpus of forensic
scientific knowledge. Nevertheless, there have been surprisingly few at-
tempts to develop ontologies for these principles. This paper draws on
two important approaches, Inman and Rudin’s Unifying Paradigm of
Forensic Science [5] and Lee and Harris’ General Concepts in Forensic
Science, to further develop a model for digital forensics [7].

3. Need for Structure

Thomas Kuhn’s seminal work, The Structure of Scientific Revolutions
[6], discussed the importance of paradigms:

“The study of paradigms is what mainly prepares the student for mem-
bership in the particular scientific community with which he will later
practice. Because he here joins men who learned the bases of their
field from the same concrete models, the subsequent practice will sel-
dom evoke overt disagreement over fundamentals. Men whose research
is based on the shared paradigms are committed to the same rules and
standards for scientific practice.”

The adoption of a paradigm certainly facilitates the instruction of stu-
dents, but it also allows for the formulation of an accepted practice that
adds to the efficiency, effectiveness and reliability of the practitioner’s
work. The question then becomes: What paradigm?

4. Application of Traditional Forensic Science

Inscribed on one of four large statues in front of the U.S. National
Archives is the quotation: “What is Past is Prologue.” Many credit
Shakespeare for this quotation, but it was, in fact, modified from the
original (Act II of The Tempest) by John Russell Pope, the architect of
the building [10]. It is appropriate that an idea from several hundred
years ago that was adapted to modern usage lights the way for the
newest forensic science. Traditional forensic science has been developing
its paradigm for decades and some of its concepts can be adapted to
digital forensics.

Locard’s Exchange Principle influenced a number of forensic scien-
tists to develop new ways for looking at evidence. Inman and Rudin
[5] have analyzed six of these approaches, categorizing two of them as
“principles” and four as “processes.”

The two principles are “transfer” and “the divisibility of matter.” The
first is recognized as Locard’s observation; the second was proposed by
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Inman and Rudin as a way of explaining the ability to impute charac-
teristics to the whole from a separated piece. It is easy to see how these
principles underlie many of the biological, physical and chemical exam-
inations conducted by traditional forensic scientists. The two principles
also apply to digital forensics — digital evidence exhibits transference in
its interactions and electronic duplicates are representative of the origi-
nal evidentiary items. But these principles do not have a great deal to
offer in terms of developing examination strategies.

On the other hand, the four processes of “identification,” “classifi-
cation/individualization,” “association” and “reconstruction” have the
potential to be very useful from the perspective of planning digital foren-
sic examinations. The following sections analyze these four processes and
discuss how they might be adapted to digital forensics.

4.1 Identification

Inman and Rudin credit Saferstein [15] with defining the concept of
identification as the physiochemical nature of the evidence. They note
that being able to accurately describe an item or its composition may
be sufficient for a given forensic purpose. For example, when the mere
presence of illicit drugs is an important element of a crime being in-
vestigated, the identification of a white powder as containing cocaine,
dextrose and talc may be all that is required.

In the discipline of digital forensics, identification helps describe dig-
ital evidence in terms of its context — physically (a particular brand of
hard drive), structurally (the number of cylinders, heads and sectors),
logically (a FAT32 partition), location (directory and file) or content (a
memo, spreadsheet, email or photograph). The presence of metadata or
the existence of a particular letter (not necessarily their content) may
be probative in an investigation. In other situations, as in child pornog-
raphy cases, the nature of the content is dispositive. On the other hand,
the mere presence of connections between certain computers may demon-
strate a key fact in an intrusion case.

Examiners are routinely asked to find evidence on computer storage
media, but the tasking is usually done in an investigative context as
opposed to a digital context. This places the burden on the examiner to
translate the task into an examination plan or strategy. By focusing on
the characteristics of the potential evidence, it is possible to search for
it in the same way that one looks for cocaine in a drug investigation —
by conducting specific examinations.

This process is done best by working backwards. First, we ask, What
information is desired? The next logical question is: In what form might
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this kind of information be stored? Finally, Where might this informa-
tion be located? Selecting a tool and query that searches in specific
locations for limited types of data that have particular characteristics
significantly reduces the forensic burden. Simultaneously, it produces
“rich” information that may be sufficient for the investigation.

4.2 Classification/Individualization

Inman and Rudin draw on the work of several forensic scientists to
explain the concepts of classification and individualization. Classifica-
tion is an attempt to determine a common origin; individualization uses
a set of characteristics to uniquely identify a specimen. The notions are
clarified using an example.

A video surveillance camera captures the shooting death of a victim.
The perpetrator cannot be identified from the video, but the image is
clear enough to identify the type of firearm. A bullet is recovered from
the victim and submitted for examination. Based on the bullet’s weight
and composition, and the size and twist of the rifling marks, the exam-
iner may be able to identify an ammunition manufacturer, the caliber of
the weapon and, potentially, its manufacturer. These are all class char-
acteristics, which, on their own, do not link the suspect to the weapon
or the weapon to the bullet.

After a suspect is identified, a search reveals a box of unused ammu-
nition and a weapon consistent with the one in the surveillance video.
The characteristics of the seized ammunition are identical to the bullet
obtained from the victim. As a result, it can be determined that the
bullets have a common origin and are therefore “class evidence.” The
recovered weapon is test-fired and the resulting bullet and the bullet
recovered from the victim are microscopically examined. Matching the
micro-striations on the bullets allows the examiner to identify the two
bullets as coming from the recovered weapon, to the exclusion of all oth-
ers. This is the process of identification, which yields what is referred to
as “individual evidence.”

The application of these concepts to digital evidence is relatively
straightforward. File systems, partitions and individual files have char-
acteristics that allow for their classification. The location and structure
of data on storage media can determine the partition type and the file
system. Objects such as file allocation tables, master file tables and
inodes define certain file systems. Individual files may have naming con-
ventions as well as internal data structures (headers, footers, metadata,
etc.) that determine their origin (common source). An example is a
Microsoft Word file, which has a well-documented internal structure. It
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would be accurate to describe the origin of such a file as being produced
by Microsoft Word. All of these are class characteristics. Conversely,
a file may be positively identified based on its mathematical signature
(i.e., hash value), which corresponds to the process of identification.

4.3 Association

Inman and Rudin bemoan the lack of an accepted definition of the
term ‘“association” in the forensic context. They proceed to define it
as “an inference of contact between the source of the evidence and a
target.”

Inman and Rudin use an example where reference fibers are compared
with the fibers actually found on a body. When considered in the context
of all the facts in the case and all other sources of the same fibers, the
examiner may be able to justify a conclusion that the victim had been
in contact with a particular source of the fibers.

The physical transfer of evidence is uncommon in digital evidence
cases, but it does occur. An item of digital media may be linked to a
computer by Windows Registry entries [12]. In malware and intrusion
cases, it is often necessary to link the presence of specific files or code
to the perpetrator and victim computers. The association of files is also
important in intellectual property investigations.

In digital forensics, it is necessary to identify the items (files, data
structures and code) that need to be associated and to determine where
they might be located and the tools that could be used to locate the
items. The required information is then extracted and the associations
are presented.

Lee and Harris [7] observe that forensic evidence may demonstrate the
commission of a crime (corpus delecti) or document the methodology of
the crime (modus operandi). They identify other modalities, but most
of them overlap with the Inman and Rudin taxonomy and are not ad-
dressed here. However, Lee and Harris describe one additional area that
must be discussed in the context of digital forensics — that of providing
investigative leads.

Computers and digital media are potentially valuable sources of lead
material. The problem, from the time management and efficacy per-
spectives, is that it is difficult to define specific goals and objectives for
many categories of lead material. Some will be discovered in the normal
course of identifying material on known targets. Much will not and will
only be linked based on a thorough knowledge of the case, the crime or
both. This situation has often been used to justify the assignment of
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sworn officers to forensic duties. However, the discussion of this issue is
beyond the scope of this paper.

4.4 Reconstruction

Inman and Rudin define reconstruction as the “ordering of associ-
ations in space and time.” Reconstructing a series of events is more
common in the engineering fields than in the physical and biological
sciences. It is, perhaps, more common in digital forensics than other
fields because of the dates and times stamped on metadata pertaining
to data, files, file systems and network communications. It is important
to recognize, as Inman and Rudin do, that time is often a relative value
or ordering rather than a definitive value.

In cases involving the creation and/or alteration of documents or im-
ages, the files and file systems may provide information about sequences
of events if not the exact dates and times of the events. Comparing
file or e-mail metadata may permit the “normalization” of dates and
times from multiple computers within a margin of error. Using monitor
software, it is possible to observe and document changes to files and file
systems that result from the execution of computer code. Generally, the
more data points considered and the more consistent the metadata, the
more probable that the specific event sequence is correct.

5. From Principle to Question

Inman and Rudin state:

“Before the criminalist ever picks up a magnifying glass, pipette or
chemical reagent, he must have an idea of where he is headed; he must
define a question that science can answer.”

This seemingly simple statement in many ways defines the forensic
case management problem. It is important to understand how to de-
fine an examination as one or a series of investigative or legal ques-
tions, which are translated into scientific questions (to use Inman and
Rudin’s terminology). This suggests a two-part process: defining the
legal /investigative questions and then — and only then — defining the
digital forensic (scientific) questions.

While this seems obvious, it is not how many examinations are devel-
oped. Often, the investigator provides a case synopsis to the examiner
and asks the examiner to study the evidence and provide any and all
information that might be useful. Sometimes, the examiner will think,
even before the investigator has finished speaking, about what could be
done. This results in an examination being designed based on what could
be done instead of on the specific information that should be located.
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The alternative proposed here is to begin by defining the legal or
investigative questions that the investigator thinks could be answered
from the information contained in the evidence. The examiner may well
need to discuss the questions with the investigator, continuously refining
the requirements and providing feedback on what is possible, likely and
remote. Time spent developing the investigative questions pays off in
the ability of the examiner to translate them accurately into an efficient
examination plan that is responsive to the legal /investigative questions
and that is supported by science. An important part of this discussion
is for the examiner and investigator to mutually understand the tasking
and the limitations on the potential results. The latter is important for
several reasons. Over-reliance on low probability results is misleading,
and it may become the weak link in a courtroom presentation. Expend-
ing a great deal of examiner effort to produce information of limited
value is a poor use of resources. Experience has demonstrated that the
process also helps manage investigative expectations.

Once the legal /investigative questions are finalized, the examiner can
begin to develop the scientific questions. It is here that the forensic pro-
cesses discussed above become relevant. Most investigative/legal ques-
tions can be translated directly into one or more of the four processes.

For example, several forensic questions can be created to answer
whether or not information concerning a particular person is present
in a specimen. What name(s) should be searched? Where will informa-
tion about the person(s) be located? Are there any temporal constraints
on when this information might appear? Having answered these ques-
tions, the next step is to select a technique or tool that can locate the
information.

The above is an example of the identification process. A classifica-
tion question would involve locating all the images relevant to a certain
investigation. Matching an image located online or on another com-
puter to an image found on the specimen computer is an example of
individualization.

Investigators could benefit by connecting cameras to images, users to
accounts and activities, computers to network connections, and devices
to computers. Each of these involves the specification of an association
question. Malware, intellectual property and intrusion investigations
often rely on the presentation of a sequence of events and the demon-
stration of cause and effect; these would require the framing of recon-
struction questions. When investigative questions are translated into
questions based on forensic processes, examiners can develop efficient
and objective tests that yield definitive conclusions.
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Perhaps the most valuable aspect of this process is that it provides a
definitive end to an examination. Many forensic examinations languish
because the examiner does not know when the case is finished. If an
examination is designed based on what is possible, the examination will
never be completed because it is always possible to do more. However,
if the questions are defined at the outset, the examination is done when
all the questions have been answered. Note that it does not matter what
answers are obtained, just that they are accurate.

6. Conclusions

Traditional forensic science has developed an effective and relatively
efficient process that has stood the tests of time and the courts. Digital
forensics practitioners can learn much from this process. Incorporat-
ing the development of forensic questions into the examination process
ensures scientific objectivity while simultaneously assisting in case man-
agement. Managers can use this approach to leverage their limited re-
sources. Educators can also utilize the approach to ensure compete and
consistent results from training programs.
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Chapter 3

RECOVERING DATA FROM
FAILING FLOPPY DISKS

Frederick Cohen and Charles Preston

Abstract  As floppy disks and other similar media age, they may lose data due to
a reduction in the retention of electromagnetic fields over time, mainly
due to environmental factors. However, the coding techniques used to
write data can be exploited along with the fault mechanisms themselves
to successfully read data from failing floppy disks. This paper discusses
the problem of recovering data from failing floppy disks and describes a
practical example involving a case of substantial legal value.

Keywords: Floppy disks, field density loss, weak bits, data recovery

1. Introduction

This paper discusses a method for recovering data from floppy disks
that are failing due to “weak bits.” It describes a repetitive read tech-
nique that has successfully recovered data in forensic cases and dis-
cusses the analysis of the results of repetitive reads in terms of yielding
forensically-sound data. This technique is not new; however, neither the
technique nor the analysis necessary to support its use in legal matters
have been published.

The case discussed in this paper involved a fifteen-year-old floppy disk,
which contained the only copy of the binary version of a software pro-
gram that was subject to intellectual property claims of sufficient value
to warrant recovery beyond the means normally used by commercial re-
covery firms. After attempts to read the disk by these firms had failed,
the disk was given to the authors to use more rigorous and possibly
destructive data recovery methods, subject to court approval.

Several techniques for recovering data from hard-to-read floppy disks
are in common use, including reading only relevant sectors from a disk
where other sectors fail to read properly, and altering the drive alignment
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Cohen, F. and Preston, C., 2008, in IFIP International Federation for Information Processing, Volume 285; Advances in
Digital Forensics IV; Indrajit Ray, Sujeet Shenoi; (Boston: Springer), pp. 29-41.
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to better align the heads with the tracks as originally written. In the case
of interest, important data was contained in hard-to-read sectors of the
disk, and custom head alignment only marginally altered the recovery
characteristics of the disk.

A floppy disk can also be modified to read analog signals and allow
the detection thresholds to be altered. Additionally, signals from the
read heads can be amplified, rates of rotation can be increased to boost
induced currents, and other similar methods can be attempted. But
they introduce various problems, including increased time requirements
and cost. Furthermore, it is difficult to prove that the methods recover
valid data instead of merely turning noise into data.

Other exotic techniques involve analog reads using digital storage
scopes, the use of epoxies with suspended fine ferrous material that
attach to the media and are visible under a microscope, and the use
of magnetic force scanning tunneling microscopy. Some of these tech-
niques are destructive; all are expensive and may result in data loss.

2. Data Recovery Methodology

The obvious data recovery method is to attempt repeated sector-by-
sector reads of a disk; failed sectors are repeated until valid reads are
completed. Data from the sectors is then assembled to create a complete
image of the disk. This technique has several advantages: (i) it only uses
the designed features of the floppy disk drive and, thus, requires very
little in the way of explanation or analysis to be considered credible; (ii)
it is relatively low cost and takes relatively little time to perform; and
(iii) it uses the built-in coding analysis methods and phased lock loops of
the floppy drive to decode changes resulting from orientations of charges
in areas on the disk. This eliminates the problems involved in explaining
coding errors, side band signals, additional introduced errors and other
issues associated with building special-purpose hardware.

The specific program used in the case was executed from a bootable
White Glove Linux CD, which was kept with the evidence after pro-
cessing to ensure that the process could be repeated if necessary. The
following shell script code was executed:

for i in ‘count 0 1439’; do
dd conv$=$noerror bs$=$512 count=1 skip=\$i if=/dev/£d0$>$
noerr/\$i.out

done

The count command counts from the first value (0) to the second
value (1,439) in increments of one. For each count value, the noerr
command is executed with the conversion option that, in the event of



Cohen & Preston 31

errors, retries are to be attempted an unlimited number of times. The
block size is set to 512 (normal block size for such a floppy disk) and
a count of one block per execution is used. This is done after skipping
count number of blocks from the beginning of the media (in this case
the floppy disk /dev/£d0). The output is stored in a file whose name
includes the block number (noerr/[count] .out, where [count] is the
block number and noerr is the directory used to store all the blocks).
On each read attempt, a file is created, but unless the file read succeeds
with a valid checksum, the file is overwritten on the next attempt.

Reading one sector at a time is beneficial because a single error in a
read produces a failure for the entire read. If a single sector takes twenty
attempts on average to succeed, reading two sectors would require an
average of 400 attempts. Since reading less than one sector does not
involve any special execution, this approach minimizes the number of
reads and reduces unnecessary wear and tear on the disk while reading
it repeatedly until the CRC code and the data match.

When applied to the evidence disk, this process produced different
numbers of retry cycles on different sectors. There were no retry cycles
on sectors that could be consistently read without errors. For the pre-
viously unreadable sectors, the number of retry cycles required ranged
from one to more than 70, most of them in the 20 to 30 range. Each
sector was stored individually in a file of 512 bytes on a hard disk as it
was read, and stored with a filename associated with the sector num-
ber as described above. The total number of blocks was 1,440 with 512
bytes each (737,260 bytes of data), corresponding to the entire readable
contents of the 720K floppy disk.

The individual files representing the blocks on the evidence disk are
independently examinable. Alternatively, they may be assembled in a
single file and mounted using a loopback mounting interface or written to
a fresh floppy, which can then be read as if it were the original evidence
disk. For the case being discussed, the assembly was done using the
following program:

for i in ‘count 0 1439°; do
dd seek=\$i if=noerr/\$i.out of=noerrdd.out
done

The blocks were written to the file at the appropriate locations in the
same way as they were read from the evidence disk. Multiple copies were
made of the recovered disk for use by all parties. Having read the disk
and created forensic duplicates, it is necessary to show that the method
is forensically sound.
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Figure 1. Digital signal encoding on floppy disks.

3. Weak Bits and Floppy Disk Failure Modes

Floppy disks tend to degrade over time and under various environ-
mental conditions such as temperature and humidity. This sometimes
results in the presence of so-called “weak bits.” Weak bits are caused by
degraded electromagnetic orientation alignments or charge densities that
reduce voltage and current swings to levels that are too low to reliably
trigger transitions in the hardware detectors. Weak bits may also be
caused by the physical shifting of magnetic materials under temperature
changes, by the growth of organisms on the media, or by friction that
abrades portions of the coatings used to retain charges.

Floppy disks typically use the modified frequency modulation (MFM)
hardware-level coding [5], in which timed flux density transitions are
used to encode bits. Figure 1 illustrates how floppy disks store data.
The write head causes magnetic particles to align in one of two orienta-
tions along cylinders (concentric circles) at different distances from the
center of the platter. Because the circles have different radii, the tim-
ings of transitions from one orientation to the other vary with radius.
Consequently, lead-in transitions are required to set up an oscillator to
synchronize this change detection.

Figure 2 (adapted from [3]) illustrates the mechanisms used to read
data from floppy disks. These include a read head, amplifier, pulse gen-
erator, phased lock loop, demodulator and additional hardware needed
to produce a controller that is usable by a computer at the bus level.

Figure 3 (adapted from [3]) shows the signals that appear at different
locations in Figure 2 [3]; it helps clarify the effects of reduced signal
levels in the media. As the analog signal (A) degrades, peak pulses
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Figure 3. Floppy disk controller signals.

(B) disappear, causing the loss of MFM transitions, which result in
demodulated data (D) and phased lock loop desynchronization.

When a floppy disk is being read, changes in field density produce
induced currents in the head, which, regardless of the field direction, is
seen as a transition (T); the lack of a change at a timing signal produces
“no transition” (N). The MFM coding uses a “no transition—transition”
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Table 1. Code space changes from flux density reductions.

Data Original Possible Result

[11] NTNT  NNNT 1[01]
NTNT  NTNN [10]

NTNT  NNNN  invalid

0[00] TNTN  NNTN 1[00]

TNTN TNNN invalid
TNTN NNNN invalid

100 NNTN  NNNN  invalid
[10) NTNN  NNNN  invalid
0[01] TNNT  NNNT 1[01]

TNNT  TNNN  invalid
1/01] NNNT  NNNN  invalid

(NT) sequence to indicate a 1, a “transition—no-transition” (TN) to in-
dicate a 0 preceded by a 0, and a “no transition-no-transition” (NN) to
indicate a 0 preceded by a 1. If a transition is not detected because of
a loss in electromagnetic flux density, an N'T can turn into an NN or a
TN can turn into an NN, but an NN cannot turn into an NT or a TN.

Pairs of bits always involve a transition. In particular, a 11 will pro-
duce NTNT, a 00 will produce either TNTN (if a 0 preceded it) or
NNTN (if a 1 preceded it), a 10 will always produce NTNN, and a 01
will produce either TNNT (if a 0 preceded it) or NNNT (if a 1 preceded
it). If no transitions are detected, the controller normally indicates an
error condition and the CRC code at the end of every 512-bit block of
data is irrelevant. Thus, weak bits produce controller errors due to the
inability to observe transitions, or weak transitions change a T to an N.
They cannot turn the lack of a transition into a transition. As a result,
seven out of eleven possible field reductions turn into invalid codings
that should be detected by the drive controller as invalid data. Of the
remaining four errors that could produce valid data, three require that
the previous bit be a 1 or they too produce invalid data in the controller.

Table 1 shows all the possible changes. In the table, data values
represented by T and NT sequences are enclosed in brackets (e.g., [11])
and the required preceding bits are indicated prior to the bracketed pairs
(e.g., 1[00]).

None of these errors can produce a transition of the coded data from
a 0toa 1. Thus, a weak bit error can never turn a 0 into a 1; it can only
turn a 1 into a 0 or produce an invalid code space output. Additional
consistency checks could potentially detect errors such as the transition
of 0[00] to 1[00], but the previous 1 bit could not be the result of a
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Figure 4. Finite state machine for floppy disk reads.

weak bit (or its coding would be a 0 to 1 transition that a weak bit
cannot produce in that position). Therefore, this eliminates the other
possible errors that turn 0[01] into 1[01] and 0[00] into 1[00], leaving
only the transitions of 1[11] to 1[01] and [11] to [10] due to reduced
electromagnetic flux density. If the previous bit was not a 1[NT] or the
reduction in flux density reduced the T to an N, then the 1[01] error is
also impossible.

Unfortunately, depending on their design, floppy controllers do not al-
ways produce error outputs for non-existent transitions. Figure 4 shows
the finite state machine for producing output bits based on the current
state [5]. Note the lack of state transitions for the 0/11 and 0/01 cases
and the 1/10 and 1/11 cases. They are typically designated as “Don’t
Care” (DC) values, which leaves the designer free to optimize the elec-
tronics by ignoring outputs that in theory cannot happen. In practice, a
weak transition could produce a change from 0/10 to 0/11; however, the
controller would be in State A and this is only identified as a transition
for State B. The incomplete specification of error states produces arbi-
trary behavior depending on the design choice. Fortunately, the CRC
code used in floppy disks can compensate for most errors.

Our analysis is based on the assumption that a weakened field density
in the locality of a bit cannot trigger a transition; this is worth discussing
further. Normally, for a transition to be detected by a floppy disk con-
troller, the electromagnetic field density in one region has to be oriented
in one direction while that in the adjacent region has to be oriented in
the opposite direction. Which direction is 01 and which direction is 10
coupled with the direction of movement of the disk in the drive dictate
whether the drive head gets a positive or negative impulse; but these
are not differentiated by the controller — both are considered to be tran-
sitions. If a transition from the maximum field density to a zero field
density were to trigger a transition, floppy disks would be very unre-
liable because regions near the tracks are commonly not used and any
minor movement in the head could cause such a transition. In addition,
the devices are designed so that positive and negative field densities can
ensure sound triggering. A half-level density change should not trigger a
transition on most floppy disk drives. For this reason, even a maximum
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field density area adjacent to a zero field density area should not trigger
a transition; thus, the weakening of the electromagnetic field strength
on the disk should not create transitions where none existed. Of course,
the physical phenomena associated with weak bits are analog in nature
at this level of granularity. The size of a region of storage on a 720K
floppy disk is on the order of 1/8000” in circumference. Because of this
relatively high density, most common physical phenomena are unlikely
to reduce the field density of one region to near zero while preserving
the density of the area next to it at full strength. A scratch could cause
this to happen, but then the damage would be permanent and would
likely produce the same level of transition on each use.

An electromagnetic field such as that produced by a magnet passing
near the disk, a temperature condition or a biological phenomenon is
highly unlikely to produce such a dramatic edge condition. There is a
strong tendency for these phenomena to produce regions with decreasing
effects as a function of distance. This produces a slow transition in field
density resulting in a change in field strength with distance that will not
normally produce a transition in the floppy disk controller. As a result,
it reasonable to assume that no transitions will be created by reductions
in electromagnetic field density associated with weak bits, and only the
loss of transitions is likely to occur from these physical phenomena.

4. Code Analysis and Error Rates

In addition to the MFM coding, floppy disks also use a CRC code
at the end of each sector after it is written. This is highly likely to be
inconsistent when certain classes of errors occur in portions of the sector.
It is easy to detect single bit flips, multiple bit flips in close proximity
and several other combinations of bit flips. According to Freeman [1]:

“Any bit error term E(x) which is an exact multiple of P(x) will not
be detected. This is the case for the two-bit error 10000001, where the
two bad bits are 7 bits apart. Note that 10000001 = (1011) (1101)(11).
The allowable separation between two bad bits is related to the choice of
P(x). In general, bit errors and bursts up to N bits long will be detected
for a prime P(x) of order N. For arbitrary bit errors longer than N bits,
the odds are 1 in 2N than a totally false bit pattern will nonetheless lead
to a zero remainder. In essence, 100% detection is assured for all errors
E(x) not an exact multiple of P(x). For a 16-bit CRC, this means:

100% detection of single-bit errors
100% detection of all adjacent double-bit errors
100% detection of any errors spanning up to 16 bits

100% detection of all two-bit errors not separated by exactly 216-1
bits (this means all two-bit errors in practice!)
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For arbitrary multiple errors spanning more than 16 bits, at worst
1 in 216 failures, which is nonetheless over the 99.995% detection
rate.”

If we assume that the CRC is intact, the available error modes from
weak bits are such that the degradation mechanism would have to pro-
duce reduced flux densities exactly 32 transition distances from each
other for the CRC code to fail to detect pairs of errors. Reductions
in flux density producing lost transitions in adjacent bits or other se-
quences of less than 32 transition areas (representing 16 bits of data)
are detected by CRC codes with 100% accuracy unless they range over
large areas, in which case they would produce invalid codes in the MFM
decoding mechanism. Thus, the physical phenomena that produce weak
bits are very unlikely to create conditions under which data from a sector
correctly matches the CRC code and no MFM coding error is produced,
but an alteration from the loss of a transition occurs.

This implies that if weak bits cause errors and a successful read of
the data with matching CRC code is completed, it is highly likely that
the data recovered accurately reflects the data written to that sector.
While it is difficult to calculate the probability, it is certainly less than
the probability of errors associated with MFM or CRC alone. In other
words, there is no known synergistic effect that can cause one of them
to correct an error produced by the other.

The method used tends to support the contention that disk failures
are caused by weak bits. Specifically, if another mechanism was in play
(e.g., alignment errors or mechanical defects in the original writer), then
the realignment process would have yielded better or worse data instead
of nearly identical error behavior. If bits were not written at all or if
a typical contemporaneous weak bit writing mechanism were used, the
levels would be unlikely to vary across such a wide range of re-reads.
The fact that different numbers of re-reads are needed at different loca-
tions on the disk indicates that the failure mechanism produces errors
distributed over a range of electromagnetic field losses, e.g., as a result of
overheating due to improper storage, contamination by fungi or the loss
of data with age, all of which take place over time rather than instanta-
neously. These are precisely the sorts of errors that the CRC codes were
designed to detect.

One issue that must be addressed is the potential that repeated reads
could eventually lead to a valid CRC code and no MFM errors, which
would result in false sector data being accepted as legitimate. This par-
ticular scenario, because it involves weak bits, is less complicated to ana-
lyze than a scenario in which random changes are made. Specifically, the
changes associated with weak bits tend to be all in one direction, which
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eliminates transitions and, thus, changes of 1’s to 0’s. The probability
of lost transitions causing detections is at least 17/22 for each transi-
tion based on Table 1 (number of invalid transitions versus number of
rows). Because of the nature of the CRC coding, errors that go unde-
tected must be in quantities larger than 16 bits and distributed across
the sector data area, or as combinations of the sector data area and the
CRC area with a probability no higher than 1 in 216. Since the CRC
and MFM methods are not correlated in any way as far as we are aware,
a reasonable assumption is that the probability of both methods failing
to detect a change due to reduced electromagnetic density is no greater
than 1 in 26 x (5/22)'6, which is less than 1 in 1,015. The probability
of encountering an erroneous data recovery is low enough that even for
hundreds of retries, there is almost no chance that false recovery would
occur.

The above analysis ignores retries during actual recovery. Many read
errors were corrected after a relatively small number of re-reads, ranging
from 1 to 15 retries, with a few samples having more retries. Several
sectors could be read only after about 80 retries; none took significantly
more than 80 retries. Since the floppy drive does three retries per re-
ported retry, the actual number of attempts was about 240. Exact figures
are unavailable because of court orders and the examination cannot be
repeated because there is no way to create another equivalent disk. It
is somewhat disturbing that many sectors had on the order of 80 retries
and the individuals who received the disk indicated that certain portions
of the recovered blocks were corrupted. Future research should attempt
to understand this problem.

The well-known birthday paradox [2] appears to be relevant to the
case at hand. According to the paradox, if a group of 23 people has
randomly distributed birthdays, the probability is about % that two
of them have the same birthday. Furthermore, the 50% probability of
matching birthdays occurs when the number of samples is approximately
1.1 times the square root of the sample size (for large sample sizes).
For a 16-bit CRC (65,536 possible values), the value 1.1 x /65536 is
281.6. Therefore, as the number of reads approaches 282, the probability
of a collision is about 50%. However, the CRC situation is slightly
different from the birthday paradox because the CRC values are not
selected without replacement in the sample. Furthermore, plots of the
birthday paradox, which has no known closed-form solution, show that
the probability changes more or less linearly around the square root;
thus, it would be unexpected to have a peak near the square root.

Some other mechanism is possibly at work, but we do not know what
it is. The birthday paradox does not explain the uneven distribution of
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recoveries. Moreover, the CRC results are not necessarily generalizable
to weak bit failures that produce less than random results. If a floppy
drive is unable to detect coding errors at the level of transitions and the
“Don’t Care” (DC) states of the finite state machine that decodes the
content do not produce errors, other sources of error likely exist, which
is a potential weakness of the technique.

5. Correcting Errors

As discussed above, some blocks that are read successfully after about
80 retries are suspect. However, the errors produced by weak bits are
still limited, which is very helpful.

Two approaches for error correction may be considered. One is to
perform the re-read process repeatedly and match the results from mul-
tiple runs to determine if there is consistency in some portion of the
bits decoded across multiple runs. The other is to determine which bits
could have been altered. Unfortunately, repeated reads cause a floppy
disk to degrade further because of mechanical wear. This is especially
problematic when only one evidence sample exists.

At this time, we have not analyzed the errors produced by weak bits
with consistent CRC codes. However, we have investigated the reconsti-
tution of the original content, albeit to a limited extent.

Note that only 1-0 transitions can occur and only in particular loca-
tions within bit sequences. In particular, a 1-0 transition can only occur
when a 11 turns into a 10 or 01, which is denoted as 11-[10/01]. More-
over, patterns appearing on decoded disk content cannot all result from
lost transitions. Therefore, the candidates for lost transition changes are
very limited and specific bits can be definitively determined not to have
resulted from a flux density loss.

One approach for revealing the bits that could and could not have been
altered by such faults is to examine all possible 11-[10/01] transitions in
each re-read block and identify those that form valid parts of the code
space both before and after transitions are lost. An observed 11 or
00 cannot come from such a change, so all pairs of 1’s and 0’s can be
eliminated from the analysis, reducing the number of possible faults on
a random content block by 50%.

Substantial improvements are possible when the language is known
and the language has redundancy. The typical content of English, for
example, is on the order of 2.3 bits per byte [4]. This means that if four
bits per byte are potentially corrupted and each of the two remaining
pairs could only have been produced by one of two codings, all of the
original text should be recoverable. For example if the original text is
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Thiss = 124 150 151 163 (Initial 0 bit stops intra-word effects)
1245 01 010 1002 (No valid weak bit errors)
1508 01 101 0002 — 00 101 0002 = 508 = ‘(’ = T(is
151 = 01 101 0012 (No valid weak bit errors)

163 = 01 110 0112 — 00 110 0112 = 63s = ‘3’ = Thi3
163s = 01 110 0112 — 01 010 0112 = 1233 = ‘S’ = ThiS
163s = 01 110 0112 — 01 100 0112 = 143g = ‘¢’ = Thic
163s = 01 110 0112 — 01 110 0102 = 1628 = ‘r’ = Thir
163s = 01 110 0112 — 01 110 0012 = 161s = ‘q’ = Thiq

Figure 5. Procedure for inverting faults.

“This” in ASCII, only a few outputs can arise from missing transitions.
Note that all intra-byte pairings include a 0 because ASCII is a seven-bit
code and, thus, the initial 0 bit stops any 1-0 transitions from crossing
the byte boundaries.

Double bit errors can be produced by weak bits in this situation, and
they produce new valid codes, resulting in additional codes for “s” in
“This” only. There are also other valid codes that can produce these
same values from different lost transactions. For example, 161g (01 110
0012) can be produced by 11 110 001 and a wide range of other values
that involve turning 0’s into 1’s. The procedure for inverting these faults
involves generating the set of all possible source bytes and eliminating
those that do not make sense in the language.

The procedure for inverting faults is illustrated in Figure 5. For ex-
ample, several different characters can replace the “q” in “Thiq,” but
the only valid ones in English would be “n” and “s,” corresponding to
“Thin” and “This,” respectively. The code for “n” is 110g or 01 001
0002, which cannot produce 161g through any combination of missed
transitions. Similarly, “Thir,” “Thic,” “ThiS,” and “Thi3” cannot be
generated from “Thin,” but can be generated from “This” with only 1-0
transitions. Extending this to the word as a whole, “T” and “i” cannot
be altered by 1-0 failures from missed transitions, and other sources of
“(” (50g) that fit in the English word “T?i?,” where the second “?” must
be transformable into any one of the identified values are again limited.

6. Conclusions

The multiple read technique is effective at recovering data from failing
floppy disks. It produces accurate results with a high probability in a
reasonable amount of time with relatively low damage to the original
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evidence. Because the technique relies on normal floppy disk reads using
standard unmodified equipment, it is easier to implement than exotic
methods and less likely to be challenged in court.

The principal disadvantage of the technique is that repeated reads
cause wear and tear. Another disadvantage is that the technique does
not reveal the specific mechanism of failure even if it produces reasonable
results. Also, large numbers of reads may not produce valid results for a
sector, requiring the technique to be terminated manually and restarted
at the next sector. Furthermore, the possibility exists that repeated
reads could produce invalid data that matches the CRC codes without
creating invalid MFM codes in the controller. Fortunately, in cases where
the numbers of re-reads are on the order of hundreds or where reads can
be completed with questioned data, the limits on 11-[10/01] transitions
and language redundancy can be used to correct errors.

Avenues for future work involve automating the decoding and analysis
processes and conducting a detailed investigation of multiple errors in
CRC codes. While the data recovery technique is applicable to all MFM-
coded media, it does not apply directly to other storage media (e.g., hard
drives and CD-ROMs). Our future research will attempt to develop
reliable data recovery techniques for modern storage media.
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Chapter 4

EXTRACTING EVIDENCE USING
GOOGLE DESKTOP SEARCH

Timothy Pavlic, Jill Slay and Benjamin Turnbull

Abstract  Desktop search applications have improved dramatically over the last
three years, evolving from time-consuming search applications to in-
stantaneous search tools that rely extensively on pre-cached data. This
paper investigates the extraction of pre-cached data for forensic pur-
poses, drawing on earlier work to automate the process. The result is
a proof-of-concept application called Google Desktop Search Evidence
Collector (GDSEC), which interfaces with Google Desktop Search to
convert data from Google’s proprietary format to one that is amenable
to offline analysis.

Keywords: Google Desktop Search, evidence extraction

1. Introduction

Current desktop search utilities such as Windows Desktop Search,
Google Desktop Search and Yahoo! Desktop Search differ from earlier
tools in that user data is replicated and stored independently [1, 10].
Unlike the older systems that searched mounted volumes on-the-fly, the
newer systems search pre-built databases, accelerating the search for
user data with only a nominal increase in hard disk storage [5]. The
replication of data in a search application has potential forensic appli-
cations — data stored independently within a desktop search application
database often remains after the original file is deleted.

In previous work [9], we examined the forensic possibilities of data
stored within Google Desktop Search; in particular, we discussed the
extraction of text from deleted word processing documents, thumbnails
from deleted image files and the cache for HTTPS sessions. However, the
format of the extracted data files does not allow for simple interpretation
and analysis; therefore, the only sure method of extracting data was via
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the search application interface. We also showed that it was possible to
maintain the forensic integrity of the extracted data by disabling certain
components of the Google Desktop Search application. But this data
could only be accessed using manual keyword searches submitted via
the application interface.

This paper presents a more efficient technique for extracting data
from desktop search utilities. The discussion focuses on Google Desk-
top Search, but the concepts are applicable to other desktop search ap-
plications. The resulting proof-of-concept application, Google Desktop
Search Evidence Collector (GDSEC), automates the data extraction pro-
cess and enables investigators to copy data from Google Desktop Search
files in a forensically-sound manner without having to conduct manually
searches using the interface.

2. Google Desktop Search

Google Desktop Search was released in 2004. The original version
was designed only for Windows XP. Currently, versions are available for
Windows Vista, Linux and Mac OS X.

The Windows version of Google Desktop Search was designed for sin-
gle users. However, when Google Desktop Search was installed and run
by an administrator in a multi-user environment, the program would
index and search all files regardless of their ownership. This potential
security flaw received widespread media coverage [6, 8].

Security concerns have been raised about the integration of Google
Desktop Search with Google’s Internet search engine, but these vulner-
abilities have not been exploited [3]. Attention has also focused on the
privacy issues related to Google Desktop Search’s approach of copying
local data to external machines for faster search [2].

This work focuses exclusively on the Windows-based implementation
of Google Desktop Search, the most widely used application. The Mac-
intosh and Linux versions of Google Desktop Search operate very dif-
ferently. Note that Google Desktop Search is executed under Windows
NT /2000 and later versions because it uses libraries that are available
only in more recent platforms.

Google Desktop Search has three executables, GoogleDesktopIndex
.exe, GoogleDesktopSearch.exe and GoogleDesktopCrawl.exe. The
GoogleDesktopSearch. exe executable is the main program of the search
suite; it operates by setting up an HTTP server on local port 4664
and controls all user interactions. The GoogleDesktopCrawl.exe pro-
gram traverses the file structure on the hard disk and reports changes to
GoogleDesktopIndex.exe. GoogleDesktopIndex.exe interfaces with
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persistent storage files, GoogleDesktopCrawl.exe and the Microsoft In-
dexing Service. The Indexing Service sends notifications when files are
changed; this information is used by GoogleDesktopCrawl.exe to de-
termine the files that may require updating. Note that Google Desk-
top Search creates a registry key at HKEY USERS\SID\Software\Google
\Google Desktop where SID is the unique user SID. Several options are
provided, including locations for file storage.

The Google desktop searching utility allows third-party additions to
its software, which facilitates the customization of search parameters.
However, third-party additions must use the Google API to customize
all settings via the Google program, meaning that direct communication
with the database that stores files is not permitted. Google provides a
software development kit (SDK) for Google Desktop Search that con-
tains five APIs. The SDK is based on the COM model, allowing any
programming language supporting COM to be used to develop plug-ins
that utilize the APIs.

Google Desktop Search supports the ability to encrypt the data store
that contains cached items. However, further examination has revealed
that the application merely invokes Windows NTFS encryption for the
folder containing user data. Since the computer is being examined for
forensic purposes, we assume that some measure of access is guaranteed.

3. Google Desktop Search Evidence Collector

This section describes the Google Desktop Search Evidence Collector
(GDSEC) tool. It highlights the methods developed for accessing and
extracting data, and for storing results. Also, it discusses how evidence
collection can be conducted in a forensically-sound manner.

3.1 Accessing Data

Several methods are available for accessing data from desktop search
applications. The ordering of access methods from a forensic integrity
perspective (best to worst) are:

Accessing files directly.
Accessing files using an interpreter.

Extracting data using API mechanisms provided by the original
application.

Extracting data using the API.

Searching for data using the API.
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Directly accessing and interpreting any files created by a desktop
search utility is the preferred method from a forensic perspective because
it ensures that all the stored information is available without using an
intermediate system. In addition, the data is much more easily extracted
using existing digital forensic tools.

The issue with accessing files directly or using an interpreter is that
it is difficult to determine the format of the files, which is required to
ensure that all the data can be extracted in its original form. Of course,
the format can be reverse engineered, but unless the software developer
is involved, reverse engineering may have to be performed repeatedly
because the format often changes between releases.

Extracting data via an API is less preferable than accessing the data
directly. Using an API requires the original Desktop Search program to
execute in a forensically-sound manner. The primary advantage is that
it permits more thorough extraction of data from the given file format
than screen scraping or manual searching.

Our previous research [9] was unsuccessful at determining the file
structure to an adequate level of detail. We were, therefore, unable to
access the data directly from within Google Desktop Search. However,
the following method can be used to access file data in a forensically-
sound manner:

Data Access Method

1 Copy the Google Desktop Search storage folder (default is c:\Documents and
Settings\username\Local Settings\Application Data\Google\Google De-
sktop Search) from the source machine to the Google Desktop Search folder
on the analysis machine.

2 Rename the file GoogleDesktopCrawl.exe to GoogleDesktopCrawl.exe2 on
the analysis machine; this prevents the file from loading.

3 Open the Google Desktop Search program and ensure that no email programs
are loaded on the analysis machine.

4 After the Google Desktop Search program has loaded on the analysis machine,
navigate to the storage folder and change the file attributes of the files to read-
only; this allows the Google Desktop Search program to close without editing
any files.

This data access method is time consuming; the only options are to
manually search for keywords using the user interface or to screen scrape
the information to another search tool. In either case, there is no means
to ensure that all the data has been extracted. The problem is acerbated
by the fact that Google Desktop Search performs a strict search, i.e., the
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entire word being searched must be present for a hit to occur (searching
for “bana” does not return results with “banana”).

As mentioned earlier, Google Desktop Search provides several APIs to
enable third-party applications to be used for data search and collection.
Also of interest is Google Desktop’s interface mechanism, which uses a
web interface on a local host web server; this web server receives all user
queries and functions as the main user interface to the application. Since
a web server is a common service with a standardized access method, it
provides another method for accessing data maintained within Google
Desktop’s storage mechanism. Thus, an HTTP-based extraction appli-
cation can be used to submit queries to Google Desktop Search and
retrieve results.

Extracting information from Google Desktop Search via an HTTP
server was deemed to be the most effective method. Several APIs are
available that enable data to be retrieved in raw HTML or XML formats.
Our GDSEC prototype uses GDAPI, a Java-based API for querying the
Google Desktop Search web server.

3.2 Analyzing Output Data

Google Desktop Search was used on a test database containing a va-
riety of file types. Our analysis revealed that Google Desktop Search
records file-type-specific metadata (e.g., movie lengths and bit rates,
and image resolutions) in a common set of fields, which means that the
value of the fields are ambiguous.

The SDK documentation supplied by Google [4] describes an option
for viewing search results in an XML format. Specifically, by appending
the string &format=xml to the end of a search result page, the results
can be viewed as a formatted XML page; this helped us to understand
the data that is retrieved for each filetype. Every search result has a
standard set of XML elements. File-specific metadata is stored in the
snippet element as a single string, which could be parsed if required.

Google Desktop Search (version 2) enables items to be viewed in a
timeline format, which lists the files indexed on each day. Implementing
this feature requires metadata (e.g., timestamps) to be stored. A time
element (with date and time information) was discovered in the XML
search results. Examination of the SDK revealed it to be the date/time
that the item was indexed and cached by Google Desktop Search, rather
than a timestamp extracted from the computer’s file system metadata
(e.g., file creation time or time of last modification).
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3.3 Extracting Data

Google Desktop Search does not offer a wildcard search feature. A
linear search requires an identifier for the indexed entries. However, al-
though Google Desktop Search has identifiers, we were unable to format
search requests based on item identifiers. In any case, item identifiers
would have to be discovered by issuing queries before they could be used
in queries; this doubles the computational requirements.

Consequently, our experiments used brute force search with a dic-
tionary containing a small set of words designed to test the ability of
the application to handle query results that contained references to files
discovered by previous queries. The keywords in the dictionary were
chosen to correspond to the test files used to evaluate the application
and validate the extraction process.

3.4 Storing and Querying Extracted Data

GDSEC was developed as a proof-of-concept application for extracting
data. Consequently, the results are simply stored in text files. The
search application initially stores the retrieved results in memory as
result objects before writing them to files. Each result object is simply
an encapsulated collection of strings and integers used to represent every
XML element available from a Google Desktop Search query result. A
red-black binary tree is used to manage all the result objects with the wurl
XML element (which points to a file on the file system or the Internet)
of the search result used as the unique identifier. After a query is issued,
result objects are created for each result and an attempt is made to add
them to the tree based on their URLs. A file that has already been
discovered in a previous query is not added to the tree.

The text files generated as output contain a list of all the elements
extracted from the XML results along with the information related to
the elements. Cached content is also appended to the end of the text
output. The file names of output files are based on the last component
of the URL (usually the file name and extension). For cached files with
the same name that reside in different directories, an extra numerical
character is appended to the file extensions of the output files to make
them unique. Illegal file name characters such as “?” that appear in
a URL (due to web pages with parameters) are replaced with the “”
character. The text files are generated in a separate folder on the file
system. Each folder is given a unique name by using its creation time;
this ensures that all subsequent output requests are written to different
folders.
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Table 1. Google Desktop Search data.

Filename Match Filename Match

dbc2e.htl Yes Dbdam Yes
Dbdao Yes Dbeam Yes
Dbeao Yes Dbm Yes
dbu2d.ht1l Yes dbvm.cf1l Yes
dbvmh.ht1 Yes fii.cfl Yes
Fiid Yes fiih.ht1 Yes
Hp Yes hpt2i.htl Yes
rpm.cfl Yes rpmim.cfl Yes
rpmimh.htl Yes rpmh.ht1l Yes
uinfo data No
3.5 Verifying Forensic Soundness

It is important to verify that the GDSEC application is forensically
sound and that the extracted data can be used as evidence. The verifica-
tion process used a controlled indexing test and a hash value comparison.

The first test used a controlled indexing environment to verify that
GDSEC retrieved data without modifying it. A partition was created
on a test system with multiple files named EVIDENCE. txt containing the
text string “criminal activity.” Google Desktop Search was configured to
only index this partition. After the indexing was completed, GDSEC was
launched with instructions to perform the dictionary search and to write
all the retrieved items to a text file. This text file contained all the XML
search results and the cached content retrieved from the cache URL.
The cached content that was recovered contained the strings “criminal
activity,” which proved that no data was modified during extraction.

Next, it was necessary to verify that no other data was modified during
the extraction process. As part of the controlled indexing test, when
the file was indexed, Google Desktop Search was terminated and MD5
hash values [7] were generated for all the data files used by the search
application. The application was then re-executed and the remainder of
the controlled indexing test was performed. When this was completed,
Google Desktop Search was once again terminated and a second set of
MD5 hash values was generated for the data files.

Table 1 shows the results of the hash value matching test. Only file
uinfo data was altered; all the other files had the same hash values
before and after extraction and were, therefore, unaffected. The file
uinfo data stores user information about the search application and
no actual cached content. Therefore, although this file was altered by
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Google Desktop Search, the loss of integrity is known and explained, and
does not impact the extraction of cached content.

4. Conclusions

Google Desktop Search Evidence Collector (GDSEC) is a prototype
tool designed to collect data from the files used by Google Desktop
Search in a forensically-sound manner. The current version of GDSEC
interacts with Google Desktop Search to extract information. How-
ever, the preferred extraction technique from a forensic point of view is
for the application to directly access files; future research will investi-
gate this issue with the goal of implementing the capability in GDSEC.
Other avenues for improvement include interfacing GDSEC with an SQL
database to provide the ability to conduct additional searches of the re-
trieved information and implementing routines to retrieve cached con-
tent for items that have multiple cached versions (e.g., websites that are
visited frequently).
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Chapter 5

EVALUATION OF REGISTRY DATA
REMOVAL BY SHREDDER PROGRAMS

Harry Velupillai and Pontjho Mokhonoana

Abstract  Shredder programs attempt to overcome Window’s inherent inability to
erase data completely. A shredder is useful when one needs to trans-
fer ownership or dispose of a computer, but it can be exploited by a
suspect for the purpose of wiping incriminating evidence. Most shred-
der programs claim to remove all traces of data. This paper examines
these claims by conducting forensic examinations of computers on which
shredder programs were used.

Keywords: Shredder tools, Windows Registry, data removal

1. Introduction

It is difficult to completely remove all traces of data from a computer
system [9]. In the case of Microsoft Windows, for example, much of the
“erased” data is recoverable, even when it is not visible from the Win-
dows Explorer interface. For example, traces of a program remain after
deleting it using Window’s Add/Remove Programs function. Generally,
the residual data takes little space and users are not concerned about
this data unless it affects system performance.

The situation has changed with the release of digital forensic tools [10],
which enable users to locate, recover and interpret deleted data. Initially,
forensic tools were only available to law enforcement personnel; now,
high performance tools are available to all at relatively low cost. The
implications are obvious — data must not simply be removed, it must
be removed securely. Also, data should be removed from locations that
may not be quite so obvious.

Shredder programs were developed to address Window’s inherent in-
ability to erase data completely. These programs claim to wipe all traces
of sensitive data, including data residing in locations that normal users
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would not access (e.g., the Windows Registry). This paper examines the
effectiveness of shredder programs available on the market. In partic-
ular, it evaluates their ability to completely remove Windows Registry
entries. Several digital forensic tools, including a hex editor, are used to
determine if deleted entries are still visible after shredder programs are
executed.

2. Windows Registry

The Windows Registry is a directory that stores settings and options
for all the hardware, software and users of a Windows system. Changes
to control panel settings, file associations and installed software and
applications are maintained in the registry. The registry files are in
continuous use when the machine is running; changes to the registry
are made in real time and timestamps are changed only at shutdown.
Registry data is stored in multiple files whose names and locations differ
according to the specific Windows edition [2, 6].

Windows 3.11: The registry is stored in only one file Reg.dat,
which is located in the directory C:\Windows.

Windows 95/98: The registry consists of two files, User.dat
and System.dat, which are stored in the directory C:\Windows.

Windows ME: The registry consists of three files, User.dat,
System.dat and Classes.dat, which are stored in the directory
C:\Windows.

Other Windows Versions: The registry of Windows versions re-
leased after Windows ME (excluding Vista) have six files, Default,
Sam, Security, Software, System and Userdiff, which are stored
in the directory %SystemRoot%\System32\Config. Note that these
files do not have extensions. In addition, each user has two files,
Ntuser.dat and Usrclass.dat, stored in the corresponding user
profile directory.

The problem with registry data is that the user knows where the files
are located, but he cannot wipe them because they are vital to Windows
— he might as well re-install the operating system. This is why shredder
programs are required.

3. Shredder Programs and Forensic Tools

This section describes the shredder programs and digital forensic tools
used in our experiments.
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3.1 Shredder Programs

Numerous shredder programs are available from commercial sources
or are downloadable from the Internet. We selected two representative
programs, CCleaner [13], which is available as freeware; and Registry
Washer [14], a commercial product.

3.2 Forensic Analysis Tools

Several digital forensic tools [8] were used to evaluate the ability of
the shredder programs to delete registry data.

Ultimate Toolkit: This popular toolkit from Accessdata [4] con-
sists of the FTK Imager, Registry Viewer, Password Recovery
Toolkit (PRTK), Distributed Network Attack (DNA) and Forensic
Toolkit (FTK). Only the FTK Imager and Registry Viewer were
used in our tests.

FTK Imager: FTK Imager is a forensic tool for recovering evi-
dence from a target machine [1]. The tool can create physical and
logical images of drives in a number of formats. In addition, it can
extract registry files from a running machine. Because FTK Im-
ager accesses the drive directly instead of via the operating system
interface, it is able to acquire the locked system files used by the
registry.

Registry Viewer: The Registry Viewer is a forensic tool for view-
ing all Windows Registry files [3]. It provides access to user data,
hardware and software information, URL/MRU lists and the Pro-
tected System Storage Provider.

Regedit: This Windows Registry editor is a built-in utility for
viewing and editing registry entries [12]. Regedit permits the ad-
dition, modification and deletion of registry entries.

4. Experimental Setup and Results

The experiments involved installing and then uninstalling eMule [7], a
popular peer-to-peer program. While peer-to-peer programs can be used
for illegal activities, our focus was on determining whether or not the
shredder programs could remove all traces of eMule from the Windows
Registry.
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Figure 1. eMule key in the registry.

4.1 Installation

When installed, eMule creates eight entries in file Ntuser.dat in
the Windows Registry. Note that Windows Registry folders are called
“keys‘”

Entry 1 (Key): The eMule key is located at Software\Emule
(Figure 1). Entries 2, 3 and 4 are located inside this key.
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Name Type Data
(2B] (Default) REG_SZ (value not set)
E":]Install Path REG_SZ C:\Program Files\eMule
[ab]1nstaller Language REG_SZ 1033
@UsepubI:cUserDirectories REG_DWORD 0x00000002 (2)

Figure 2. Entries 2, 3 and 4 in the Registry

Entry 2 (String Value): This entry is found in Software\Emule
\Install Path (Figure 2). The first entry Default is ignored
because it is created by the Windows Registry, not by eMule; also,
it does not contain any data. Of the three entries created under
the eMule key, only Entry 2 holds sensitive data.

Entry 3 (StringValue): This entry is found in Software\Emule
\Installer Language.

Entry 4 (Dword Value): This entry is found in Software\Emule
\UsePublicUserDirectories.

Entry 5 (Key): This entry is at Software\Microsoft\Windows
\CurrentVersion\Explorer\MenuOrder\StartMenu\Programs\E

mule.
Name Type Data
Eh:] (Default) REG_SZ (value not set)
REG_BINARY 0800 0000 02 00 00 00 82 02 00 00 0100 00 00 0500 00 00 7000 00 00 00 0.

Figure 3. Entry 6 in the registry.

Entry 6 (Binary Value) This entry, created under Entry 5,
is at Software\Microsoft\Windows\CurrentVersion\Explorer
\MenuOrder\StartMenu\Programs\Emule\Order. Figure 3 shows
the entry; note that the default entry is ignored.

Entry 7 (String Value): This entry is at Software\Microsoft\
Windows\ShellNoRoam\MuiCache\C: \Program Files\eMule\emu
le.exe. This entry points to the location of the eMule executable
and it is added only if eMule is executed.

Entry 8 (String Value): This entry is at Software\Microsoft\
Windows\ShellNoRoam\MuiCache\O:\LocalDriveC\downloads\e
MuleO.48a-Installer.exe. It points to the location of the eMule
installation file.
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Table 1. Comparison of shredder programs.

Entry Windows CCleaner Registry Washer
1 Removed
2 Removed
3 Removed
4 Removed
5 Not Removed Not Removed
6 Not Removed Not Removed
7 Removed Removed
8 Conditional Removal Conditional Removal

4.2 Uninstallation

Several entries are removed after Windows is used to uninstall eMule.
However, Entries 5,6,7 and 8 remain.

4.3 Evaluation of Shredder Programs

Both the shredder programs removed Entry 7. Entry 8 was removed
only when the eMule installer had been deleted or moved to a different
directory. However, both programs did not remove Entries 5 and 6. The
results are summarized in Table 1.

Analysis of the results sheds light on how shredder programs work and
why they fail to remove all traces of a program. Shredders attempt to
find data that should be removed mainly by searching for broken links.
This is why Entry 8 was removed only when the installation file had
been deleted or moved. Entries 5 and 6 were not removed because they
did not contain links to programs, just data used by programs.

4.4 Forensic Acquisition

The final step in the experiments was to use forensic tools to see if
the deleted portions of the registry could be reconstructed. Our tests
showed that it was not possible to recover any data deleted by the two
shredders or manually using Regedit. The fact that the data deleted
using Regedit was also not recoverable indicates some other mechanism
is at work — perhaps the way Windows stores and changes registry files.
We intend to investigate this issue in future work.

5. Advantages and Limitations

Using shredder programs has several advantages. CCleaner was very
effective at wiping the detailed history maintained by Windows. Also,
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CCleaner’s secure deletion facility enables users to delete data as well as
to overwrite the sectors that held the data to prevent any recovery [5, 9].
Moreover, it allows users to choose the number of overwrites based on
the sensitivity of the data being erased [11].

Windows stores the search terms used by most applications. There-
fore, when Regedit is used to delete registry entries, search data pertain-
ing to these entries is saved — and is easily recovered. Unlike Regedit,
the shredder programs do not leave any such traces.

The shredder programs examined in this work have certain limita-
tions. The most serious limitation is the lack of user input. In particular,
users cannot submit program names or terms that should be located and
removed. For example, Entries 5 and 6 could easily have been deleted
if the shredder programs allowed users to enter the specific entries they
want erased from the registry

Regedit addresses this issue by permitting manual deletion. But this
is problematic because, as described above, Windows stores the search
terms used to locate the registry entries. Ironically, attempting to delete
entries creates additional entries that must be deleted.

Finally, the shredder programs do not wipe all the data. As verified by
our experiments, traces of eMule remained even after it was uninstalled
and the shredder programs were executed.

6. Conclusions

Shredder programs are useful tools, but they are unable to erase all
traces of potentially sensitive Windows Registry data. The manual dele-
tion of data is an option, but the process of searching for the data to
delete leaves traces. The burden, therefore, falls on the user to under-
stand the nature and locations of the data that remain on a computer
system. Short of wiping the entire hard drive, there is no way to remove
all the sensitive data and references to its existence.

Acknowledgements

This research was supported by the Council for Scientific and Indus-
trial Research of the Republic of South Africa.

References

[1] AccessData, FTK Imager, Lindon, Utah (www.accessdata.com).

[2] AccessData, Registry quick find chart, Lindon, Utah (www.access
data.com).



o8

[3]
[4]

[5]

[11]

[12]

[13]
[14]

ADVANCES IN DIGITAL FORENSICS 1V

AccessData, Registry Viewer, Lindon, Utah (www.accessdata
.com).
AccessData, Ultimate Toolkit, Lindon, Utah (www.accessdata
.com).
H. Berghel, and D. Hoelzer, Digital village: Disk wiping by any
other name, Communications of the ACM, vol. 49(8), pp. 17-21,
2006.

H. Carvey, Windows Forensics and Incident Recovery, Addison-
Wesley, Boston, Massachusetts, 2004.

eMule.org, eMule (www.emule-project.net).

G. Francia and K. Clinton, Computer forensics laboratory and tools,

Journal of Computing Sciences in Colleges, vol. 20(6), pp. 143-150,
2005.

S. Garfinkel and A. Shelat, Remembrance of data passed: A study
of disk sanitization practices, IEEE Security and Privacy, vol. 1(1),
pp. 17-27, 2003.

W. Harrison, D. Aucsmith, G. Heuston, S. Mocas, M. Morrissey
and S. Russelle, A lessons learned repository for computer forensics,
International Journal of Digital Evidence, vol. 1(3), 2002.

N. Joukov, H. Papaxenopoulos and E. Zadok, Secure deletion
myths, issues and solutions, Proceedings of the Second ACM Work-
shop on Storage Security and Survivability, pp. 61-66, 2006.
Microsoft Help and Support, Windows Registry information for ad-
vanced user